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Abstract
Health professions education has undergone radical changes over the past 100 years. This has necessitated a shift away 
from education programmes largely focused on testing knowledge and skills using predominantly written examinations. 
There has been a shift towards programmes which are intentionally designed with the end product in mind, a competent 
practitioner, who is able to provide safe, effective and efficient patient-centred health care. This major paradigm shift has 
placed an increased emphasis on what health care practitioners do in real clinical practice and the need for assessment 
processes which provide a holistic overview of trainees’ progress towards, and achievement of specified abilities required to 
undertake independent, unsupervised clinical practice. Such assessment processes, necessarily situated in the workplace, 
are collectively referred to as Workplace-Based Assessment (WBA). This paper provides an overview of the current state 
of WBA in health professions education, the challenges that need to be addressed and suggestions about the way forward. 
It is intended as an introductory text to the topic and a source of useful references to more detailed texts in the literature.

1. Introduction
The training of health care professionals has undergone 
radical changes over the past 100 years (Carraccio et al., 
2002; Carraccio & Englander, 2013). These changes have 
been fuelled by a recognition the medicine is failing to 
meet the 21st century health care needs of society (Frenk 
et al., 2010), public demand for better health care (Jones 
et al., 2001) and the ongoing problem of medical errors 
with the associated morbidity, mortality and financial 
cost (Makary & Daniel, 2016). This has necessitated a 
shift away from education programmes largely focused 
on acquiring knowledge and skills predominantly tested 
using written summative examinations (assessment of 
learning). There has been a shift favouring programmes 
which are focused on the progressive development 
of abilities required to practice medicine. The term 
Outcomes-Based Education (OBE) (Harden, 1999) is 
used to describe health professions training programmes 
which are intentionally designed with the end product in 

mind – a competent practitioner who is able to provide 
safe, effective and efficient patient-centred health care. 
Over time, it has become clear that the specific competen-
cies expected of health care practitioners, underpinned by 
appropriate knowledge, skills and professional behavior 
are best articulated as sets of related competencies spe-
cific to the roles health care practitioners fulfill in clinical 
practice (Holmboe & Harden, 2017). This led to formula-
tion of the term Competency-Based Medical Education 
(CBME), which is defined as ‘an outcomes-based approach 
to the design, implementation, assessment and evalua-
tion of medical education programs, using an organizing 
framework of competencies’(Frank et al., 2010a) with 
the explicit purpose of ‘preparing physicians for practice 
that is fundamentally oriented to graduate outcome abili-
ties and organised around competencies derived from 
an analysis of societal and patient needs’ (Frank et al., 
2010b). This paved the way for developing and refining 
competency frameworks in a number of countries, such 
as the CanMEDS Competency Framework developed by 
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the Royal College of Physicians and Surgeons of Canada 
(Frank & Danoff, 2007), Good Medical Practice devel-
oped by the General Medical Council in the UK (2013), 
and the Outcomes Project of the Accreditation Council 
for Graduate Medical Education in the USA (Swing, 
2007). More recently, it has been proposed that clinicians 
perform complex clinical activities which require mastery 
of a set of related competencies. For example, treating 
a broken hip requires the ability to take a relevant his-
tory, perform an appropriate physical examination, order 
and interpret an X-ray of the hip, and then make and 
execute a treatment plan such as performing surgery to 
mechanically ‘fix’ the hip. While each of these activities is 
important in their own right, they collectively represent 
an Entrustable Professional Activity (EPA) defined as: “a 
unit of professional practice that can be fully entrusted to 
a trainee, as soon as he or she has demonstrated the nec-
essary competence to execute this activity unsupervised” 
(Ten Cate, 2005). All these advances in health professions 
education have placed an increasing emphasis on what 
health care practitioners do in real clinical practice and 
the need for assessment processes that document increas-
ing mastery in authentic clinical settings. 

This need for assessment methods which can be used 
to document and track the development of competence 
in clinical practice has been the major drive towards the 
development of assessment in the workplace, commonly 
called Workplace-Based Assessment (WBA) (Norcini, 
2005; Swanwick & Chana, 2009). WBA aims to provide 
a holistic assessment of trainees’ progress towards, and 
achievement of specified abilities required to undertake 
independent, unsupervised clinical practice. What dis-
tinguishes WBA from other assessment modalities is 
its focus on performance in context, ‘what health care 
practitioners actually do in practice’ and the provision 
of feedback to improve performance, (i.e. assessment for 
learning) (Black & Wiliam, 1998; Brown, 2005). Given 
this focus, it is easy to understand why CBME, with its 
strong emphasis on delivering high-quality patient care 
(Carraccio et al, 2002; Frank et al., 2010a), has played 
such a major role in the development of WBA methods 
and processes (Holmboe et al., 2010; Frank et al., 2017).

Much has been written about WBA, and the literature 
in this field continues to grow. Currently, most of the pub-
lished work comes from the UK, Australia, New Zealand, 
and the USA (Kogan et al., 2009; Miller & Archer, 2010; 
Saedon et al., 2012; Massie & Ali, 2016). While this lends 
a specific bias to the existing knowledge and it broader 

applicability, particularly in less well-resourced settings, 
the data are a useful starting point for a discussion of the 
topic and the role of WBA in health professions educa-
tion. A further limitation is that the research has been 
conducted in a range of clinical settings using study partic-
ipants from a wide scope of practice - from undergraduate 
students to established practitioners and subspecialists in 
independent practice. This makes it difficult to general-
ize findings from one context to another and conclusions 
may not be generalizable to the entire spectrum of clini-
cal training needs. Furthermore, individual tools have 
distinct purposes and so the generalizability of study find-
ings should be limited to contexts which match those of 
the research work and the assessment tools used. 

While these broad limitations of the existing literature 
are important to note when seeking guidance and advice 
about the implementation of WBA, the published data 
provide a comprehensive overview of the current WBA 
landscape and emerging trends. So, the purpose of this 
paper is threefold: update the reader on the current sta-
tus of WBA in health professions education; highlight 
existing challenges described in the literature, and look 
at possible strategies for realizing the full potential of 
WBA in health professions education. These are criti-
cally important issues for health sciences faculties and 
specialist certification bodies that are tasked by both 
the profession and the public with the responsibility of 
ensuring that practitioners entering clinical practice are 
competent to provide safe and effective patient-centred 
health care (Norcini, 2005; Frenk et al., 2010).

2. WBA Tools
A plethora of WBA tools have been developed over the 
past three decades, and there are many descriptions 
of the tools used (Davies et al., 2005; Norcini & Burch, 
2007; Norcini, 2014). There are at least 55 methods just 
dedicated to the direct observation and assessment of 
the clinical skills of medical trainees (Kogan et al., 2009). 
WBA tools can be classified in a number of ways, but the 
simplest method describes three categories: single event 
measurements, global performance measures, and aggre-
gation methods (Van der Vleuten & Verhoeven, 2013). 
The most frequently used single event measures can be 
categorised as tools requiring direct observation of clini-
cal activities, including patient consultations, practical/
surgical procedures and case discussions based on clinical 
records (Swanwick & Chana, 2009). Global performance 
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measures on the other hand, provide a longitudinal over-
view of performance across a wide range of competencies 
over a period of time. A few examples of the different types 
of tools are listed and Table 1 provides a brief description 
of some of the commonly used WBA tools. 

•	 Direct observation of a patient consultation: 
mini Clinical Evaluation Exercise (mini-CEX) 
(Norcini et al., 1995), Clinical Encounter Cards 
(CEC) (Hatala & Norman, 1999) and Clinical 
Work Sampling (CWS) (Turnbull et al., 2000)

•	 Direct observation of practical skills: Directly 
Observed Procedural Skills (DOPS) (Wragg et 
al., 2003)

•	 Direct observation of surgical skills: Objective 
Structured Assessment of Technical Skills 
(OSATS) (Martin et al., 1997, Bodle et al., 2008), 
and Procedure-Based Assessment (PBA) (Isles & 
Pugsley, 2010; Marriott et al., 2011)

•	 Patient discussions using case notes: Chart 
Stimulated Recall (CSR) (Maatsch et al., 1983) 
and Case-based Discussion (CbD) (Davies et al., 
2009; Jyothirmayi, 2012)

•	 Feedback: also called 360-degree Multi-Source 
Feedback (MSF) includes the use of tools like 
the mini-Peer Assessment Tool (PAT) (Archer et 
al., 2008), team assessment of behaviours (TAB; 
Whitehouse et al., 2007) and patient satisfaction 
questionnaires such as the PSQ-18 (Marshall & 
Hays, 1994). 

•	 Global performance measures: In-Training 
Evaluation Reports (ITER) (Ginsburg et al., 
2013)

Internationally, these tools form part of the ‘assessment 
toolbox’ of a growing number of national postgradu-
ate training programmes, such as the UK Foundation 
Programme (Collins, 2010), the Intercollegiate Surgical 
Curriculum Programme (Beard & Bussey, 2007) in the 
UK, the CanMEDS-based residency programme in 
the Netherlands (Scheele et al., 2008), and the Internal 
Medicine, Emergency Medicine, and Family Medicine 
residency programmes in the USA (Swing, 2007). In 
each of these settings, the tools have been adopted and/
or adapted for local needs resulting in several variations 
of the respective tools in use. Easily accessible examples of 
some of the data capture forms used in the UK Foundation 
Programme for postgraduate training are provided in an 

overview of WBA tools (Norcini & Burch, 2007). The data 
derived from the different tools can be aggregated over 
a period of time to form a longitudinal comprehensive 
picture of the achievement and development of compe-
tence by trainees. Two popular methods of aggregation 
include portfolios, in which a broad range of assessments 
and learning activities can be collated, and logbooks 
which traditionally provide a record of procedures per-
formed and/or events/learning activities attended (Van 
der Vleuten & Verhoeven, 2013). Portfolios are discussed 
in more detail later.

This brief overview of WBA tools currently in use has 
focused on the training of medical doctors. While the 
examples come from the assessment tool boxes of medi-
cal training programmes, the principles of WBA hold 
true for the training of all health care professionals.  A full 
overview of tools used in the training of nurses and other 
health care practitioners would require a separate over-
view of the literature which is beyond the scope of this 
paper. This brief introduction to the scope of WBA tools 
sets the stage for a more detailed discussion of the current 
state of WBA, challenges facing WBA and potential strat-
egies for making better use of WBA in health professions 
education. 

3. WBA and Programmatic 
Assessment
In health professions education, the need for a broad 
range of assessment strategies by multiple assessors 
at multiple points in time is widely accepted (Van der 
Vleuten & Schuwirth, 2005). However, until fairly 
recently these assessment processes were often individu-
ally tagged onto teaching programmes with the broad 
purpose of determining ‘learning done’; there was little 
recognition given to the educational role of assessment 
for learning (Black & Wiliam, 1998; Brown, 2005). As this 
critical role of assessment has emerged over the past 30 
years, it has provoked a call for radical changes in assess-
ment practices (Boud, 1990; Brown, 2005; Van de Vleuten 
& Schuwirth 2005; Shute, 2008). Two other develop-
ments in education have also contributed to the call for 
change. Social constructivist theories on learning paved 
the way for a paradigm shift from structure- and process-
based to competency-based education (Carraccio et al., 
2002). Also, rigorous psychometric evaluation of assess-
ment practices has shown that no single performance 



Journal of Applied Testing TechnologyVol 20 (S2) | 2019 | www.jattjournal.com40

The Changing Landscape of Workplace-Based Assessment

assessment process is a fool-proof way of determin-
ing competence (Van der Vleuten, 1996; Norcini, 2005; 
Pelgrim et al., 2011; Yeates et al., 2013). Although these 
developments highlighted the need for multiple assess-
ment methods, the real advance came when assessment 
was recognised to be a programme design issue (Van der 
Vleuten & Schuwirth, 2005). This led educators to argue 
for the specific design of programmes of assessment – a 

purpose-driven process of selecting and implementing 
multiple complementary assessment methods as part of 
the strategic design of a learning programme (Schuwirth 
& van der Vleuten, 2011). The intention of such 
programmes is to monitor and document trainees’ pro-
gression towards achieving specific capabilities, variably 
referred to as competencies, milestones, or entrustable 
professional activities (Englander, et al., 2017), thereby 

Table 1. Short description of some commonly used WBA tools

WBA tool Purpose Assessment process* Rating of performance
Mini clinical 
evaluation 
exercise (mini-
CEX)

Assessment of a 
patient consultation 
in routine practice

Trainees observed by an assessor during a 
patient consultation in an inpatient, outpatient 
or emergency department. Assessment focuses 
on: history taking, physical examination, 
communication, clinical judgement, 
professionalism and organization/efficiency. 
A typical encounter lasts 15-20 minutes, 
including feedback.

6-point rating scale: 1-2 below 
expectations, 3 borderline, 4 
meets expectations, 5-6 above 
expectations. Benchmarked 
against a Year 1 postgraduate 
trainee. Space to record 
suggestions for development and 
an agreed upon action plan. 

Directly 
observed 
procedural 
skills (DOPS)

Assessment of non-
operative procedural 
skills in routine 
practice

Trainees observed by an assessor while 
performing a diagnostic/therapeutic procedure 
on a real patient, e.g. taking a blood sample, 
administering intravenous medication. 
Requires about 15 minutes observation time 
and 5 minutes for feedback. 

6-point rating scale anchored 
like the mini-CEX. Space 
to record suggestions for 
development. 

Procedure-
based 
assessment 
(PBA)

Assessment of 
operative surgical 
skills in routine 
practice

Trainees observed by an assessor while 
performing surgical procedures/ operations 
on real patients, e.g. performing a Caesarean 
section. 

Assessment form specific to 
procedure/operation being 
performed. Comments focus on 
pre-, intra- and post-operative 
stages of procedure.

Case-based 
discussion 
(CbD)

Assessment of 
clinical reasoning 
and patient 
management in 
routine practice

A structured discussion between assessors 
and trainees of challenging clinical cases 
managed by the trainees. The patient record 
serves as the basis for the discussion to explore 
clinical reasoning and a patient care plan. 
Assessment focuses on: record keeping, clinical 
assessment (making a diagnosis), selection 
of investigations and referral, treatment 
given, follow up and planning of future care, 
professionalism and overall clinical judgement.

6-point rating scale anchored 
like the mini-CEX. Space 
to record suggestions for 
development and an agreed 
upon action plan.

Mini peer 
assessment tool 
(mini-PAT) 

Assessment 
of  professional 
behaviour and 
attitudes during 
routine practice 
by multiple 
stakeholders e.g. 
junior and senior 
clinicians, nursing 
staff, allied health 
professionals

Systematic collection of performance data 
and feedback for individual trainees using 
structured questionnaires assessing their 
ability to provide good clinical care, maintain 
good medical practice, teach/train colleagues, 
develop and maintain good relationships 
with patients, and develop and maintain good 
working relationships with colleagues. 

Each section of the questionnaire 
has specific questions that are 
rated using a 6-point rating scale 
anchored like the mini-CEX. 
Space to record suggestions for 
development and an agreed 
upon action plan. 

*Assessor is typically a senior clinician responsible for supervision and training in authentic clinical settings
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optimising both the learning and decision-making func-
tions of assessment (van der Vleuten, et al., 2012).

The broad range of assessment tools that are included 
in programmatic assessment are usually categorized 
using Miller’s classic pyramid describing increasing levels 
of clinical competence (Miller, 1990). The four-tier pyra-
mid includes two lower levels called ‘Knows’ and ‘Knows 
how’ which refer to the theoretical knowledge that is 
required for clinical competence. The two upper levels 
of the pyramid, called ‘Shows’ and ‘Does’ (in ascending 
order), describe the practical application of knowledge 
in increasingly authentic clinical settings. WBA focuses 
on determining competence in the workplace which 
addresses the ‘Does’ level at the apex of the pyramid 
(Lockyer et al, 2017).

From the perspective of CBME, it is easy to understand 
that WBA should be an integral part of a programmatic 
approach to assessment rather than a ‘stand-alone’ assess-
ment process, which, like any other assessment modality 
is subject to limitations. Following the launch and sub-
sequent implementation of competency frameworks 
previously mentioned, there are now multiple examples 
of CBME training programmes in which a programmatic 
approach to assessment includes WBA activities; some 
examples include postgraduate training programmes in 
Denmark (Ringsted et al., 2003), the UK (Wilkinson et 
al., 2008; McKee, 2008), the Netherlands (Scheele et al., 
2008), Australia and New Zealand (Jurd et al., 2015) the 
USA (Batalden et al., 2002) and South Africa (Jenkins et 
al., 2013).

4. Purpose(s) of WBA
Although WBA is increasingly forming part of undergrad-
uate and postgraduate training programmes, the debate 
continues about whether WBA should be used for forma-
tive assessment and feedback (assessment for learning), 
summative assessment and high-stakes decision-making 
(assessment of learning), or both. This question is tightly 
linked to both the assessment needs of competency-
based medical education and the discussion about a 
programmatic approach to assessment. CBME requires a 
programme of multiple assessment strategies to paint a 
comprehensive picture of the emerging competencies of 
trainees in the workplace (Holmboe et al., 2010; Harris et 
al., 2017). This approach to education is dependent upon 
high-quality feedback based on multiple encounters with 

multiple observers in the workplace to develop a com-
petent practitioner about whom a collective summative 
judgement can eventually be made based on a rich pool of 
data collated over the entire period of training (Lockyer et 
al., 2017). Prior to the final decision the data should not 
be reduced to a series of ‘mini examinations’, (i.e. a series 
of pass-fail decisions) or a set of rankings (Schuwirth & 
Ash, 2013). This strong focus on assessment for learn-
ing favours the use of WBA to inform the development 
of competencies and a collective decision-making process 
regarding the achievement of competence for certifica-
tion and licencing for independent practice.

While the formative intentions of WBA tools (assess-
ment for learning) have been clearly articulated in the 
literature (Hauer, 2000; Norcini, et al., 2003; Norcini & 
Burch, 2007), the use of tools with numeric rating scales 
has provided the health professions education commu-
nity with the opportunity to determine the psychometric 
robustness of WBA tools and consider their use for sum-
mative purposes. A systematic review of tools for the direct 
observation and assessment of clinical skills in medi-
cal trainees has highlighted the large body of literature 
exploring the psychometric properties of performance-
based assessment instruments (Kogan et al., 2009). Two 
important findings have emerged from this ‘psychomet-
ric discourse’ (Hodges, 2013). First, the psychometric 
adequacy of single assessment events is limited (Kogan 
et al., 2009; Hodges, 2013), and second, the variability of 
scores awarded by examiners observing the same exam-
inee may not be a simple ‘cognitive’ problem that can be 
resolved by intensive training to ‘standardise’ their behav-
iour (Crossley & Jolly, 2012; Yeates et al., 2013; Kogan 
et al., 2014; Sebok-Syer et al., 2017).  It appears that this 
variability may reflect real differences in different aspects 
of a trainee’s performance that are of varying significance 
to the individual examiners assessing the trainee. The 
importance examiners attach to specific aspects of the 
trainee’s performance is idiosyncratic and influenced by a 
range of contextual factors including examiners’ personal 
clinical experience.  This issue is discussed in more detail 
in a later section of the paper. Collectively, these findings 
have restricted the use of individual WBA tools to make 
summative assessment decisions regarding registration 
and certification to practice medicine (Norcini, 2014).

While individual tools are not used for summa-
tive purposes, the underlying concept of programmatic 
assessment is that the collation of sufficient low-stakes 
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formative events may be used to inform a summative 
decision about progress or certification at the end of a 
period of training (Van der Vleuten, et al., 2012). As pre-
viously mentioned, this approach to assessment has been 
adopted for postgraduate training in a number of coun-
tries (Ringsted et al., 2003; Wilkinson et al., 2008; McKee, 
2008; Scheele et al., 2008; Jurd et al., 2015; Jenkins et al., 
2013). The assumed robustness of these summative deci-
sions is based on the predicted reliability coefficients of 
a specified minimum number of events for each of the 
instruments included in the programme (Wilkinson et al., 
2008). The composite reliability of these types of assess-
ment packages has been confirmed (Moonen-van Loon, 
et al., 2013). While this finding supports the use of WBA 
to inform summative decisions in programmatic assess-
ment, a note of caution needs to be sounded about using 
WBA tools for both summative and formative purposes. 

There is an expanding body of literature highlighting 
the issues which emerge when WBA takes on a sum-
mative role. Trainers start to view all the assessment 
processes as high-stakes summative events, even if they 
initially have an explicit formative intention (Bok et al., 
2013). Furthermore, faculty are conflicted about the dual 
roles of assessor and mentor/teacher (Govaerts et al., 
2007); raise concerns about the effect of personal rela-
tionships on grades awarded (McKavanagh et al., 2012) 
and are influenced by trainees who are upset about their 
perceived performance (Cleland et al., 2008; Dudek et 
al., 2005; Rees et al., 2009; Watling et al., 2010; Dennis 
et al., 2018). Similarly, trainees feel confused about the 
purpose(s) of WBA and question the educational value 
of WBA (Basu et al., 2013; Cohen et al., 2009; Sabey & 
Harris, 2011; Tailor et al., 2014; Lörwald, et al., 2018). 
They feel that these assessment processes become sum-
mative ‘tick box exercises’ (Bindal et al., 2011) and many 
consider assessment processes which document numeric 
scores to be ultimately summative, even if their formative 
intention has been explicitly articulated (Bok et al., 2013).

One approach to dealing with this situation is to 
‘’rename’ or ‘rebrand’ assessment processes to highlight 
the difference between their formative and summa-
tive uses in programmatic assessment. For example, the 
General Medical Council in the UK has recommended 
that WBA activities with a focus on feedback be termed 
“supervised learning events” (SLEs) and WBA with 
summative consequences be called “assessment of per-
formance” (AoP) (General Medical Council, 2011). Royal 
Colleges responsible for postgraduate training in the UK 

have)(or are considering) adopting this approach ( Parry-
Smith, et al., 2014; O’Leary et al., 16). While early data 
suggest that this approach may be a good idea,(i.e. SLEs 
do focus on learning) (Cho, et al., 2014; Rees et al., 2014), 
there are still difficulties ensuring clarity of purpose (Rees 
et al., 2014) and direct observation with feedback, the key 
purpose of SLEs (Cho et al., 2014). This highlights the 
need for aggressive ‘marketing’ when significant changes 
like ‘rebranding’ of tools are implemented. It is clear that 
there is still a critical need for intensive education of users, 
both trainers and trainees, before introducing advances 
intended to improve the uptake of WBA (Massie & Ali, 
2016).

This discussion has highlighted the use of multiple 
low-stakes ‘assessment’ events to promote learning and 
inform summative decisions, without each of the individ-
ual events serving as a ‘mini-examination’. This concept 
still needs to be embedded in modern assessment think-
ing before it is likely to gain significant further traction. 

5. Feedback and WBA
The critical role of feedback in WBA has been described 
(Norcini & Burch, 2007). Furthermore, there is now also 
evidence that high-quality feedback from a credible source 
can change clinical performance (Veloski et al., 2006; 
Watling et al., 2012). Recent reviews of user perceptions 
of WBA have highlighted that trainees regard feedback as 
the most valuable aspect of WBA (Miller & Archer, 2010; 
Sabey & Harris, 2011; Massie & Ali, 2016). Unfortunately, 
however, there is substantial evidence that teaching fac-
ulty are inadequately prepared for this task (Holmboe et 
al., 2011) and concerns about the type (Hrisos et al., 2008; 
Castanelli & Kitto, 2011; Jyothirmayi, 2012) and quality of 
feedback received by trainees in the workplace (Wilkinson 
et al., 2008; Cohen et al., 2009; Bindal et al., 2011; Sabey 
& Harris, 2011) continue to be published. Feedback lacks 
specificity (Cho et al., 2014); tends to focus on what went 
well rather than what needs attention (Bok et al., 2013); is 
often delayed which further jeopardizes its validity (Basu 
et al., 2013; Bindal et al., 2013; Cho et al., 2014; Tailor et 
al., 2014), and frequently lacks ‘actionable’ learning plans 
(Cohen et al., 2009). Importantly, feedback is only consid-
ered useful if it is perceived to be accurate and credible; 
negative or inaccurate feedback does not impact on prac-
tice improvement (Sargeant et al., 2005). Faculty training 
focusing on feedback which is informative, behaviour- 
and task-specific, based on direct observation and timely 
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(Hattie & Timperley, 2007; Ramani & Krakov, 2012) 
should be the first priority of faculty development pro-
grammes (Holmboe et al., 2011).

6. Psychometric Challenges and a 
Qualitative Discourse in WBA
Despite the psychometric limitations and challenges 
of assessment using real patients in the workplace, the 
call for authentic assessment continues because there is 
no adequate alternative for determining competence in 
real clinical practice (Kogan et al., 2009). As mentioned, 
much work has been done to try and optimize the psy-
chometric robustness of these assessment events. The 
most commonly used strategies, with varying levels of 
success, include: multiple sampling by multiple asses-
sors in a range of authentic settings (Kogan et al, 2009); 
rater training (Holmboe et al., 2004; Cook et al., 2009b); 
improving the clinical relevance of rating scales (Cook & 
Beckham, 2009c; Crossley & Jolly, 2012); and, expanding 
the assessor pool to include other health care profession-
als and patients (Saedon et al., 2012).

While these approaches to performance assessment 
have largely anchored WBA in the world of quantitative 
assessment, there is an emerging discourse calling for 
assessment practices which look beyond the psychometric 
paradigm (Schuwirth & van der Vleuten, 2006; Hodges, 
2013) because traditional assessment processes fail to 
recognize ‘key issues in the mechanics of the assessment 
process’ (Govaerts et al., 2007). It is widely recognised that 
performance assessment is a decision-making process 
in which rater judgements and trainee performance are 
influenced by many contextual factors. Therefore, learn-
ing and competence, as inferred from performance and 
interpretation of performance, can only be understood ‘in 
situ’ (Govaerts & van der Vleuten, 2013). It is argued that 
the variability of performance data, as a consequence of 
rater and trainee interactions with contextual factors, is 
not just ‘measurement error’ but rather a source of infor-
mation about true performance variability (Schuwirth & 
van der Vleuten, 2006).  This perspective requires a radi-
cal shift to a ‘constructivist, social-psychological approach 
to performance assessment’ (Govaerts et al., 2007). Such 
an approach to assessment requires an increased focus on 
the context of assessment rather than just the behaviour 
of raters and rating scales (Govaerts et al., 2007). It also 
demands the use of expert-derived narrative text describ-
ing performance to guide the development of learners’ 

competence and make high-stakes decisions about the 
adequacy of demonstrated competence (Govaerts & van 
der Vleuten, 2013). The use of narrative text to assess 
competence should not be confused with the use of narra-
tive text to provide feedback to trainees after a formative 
assessment event (Sebok-Syer et al., 2017).

While the use of narrative text as part of an assessment 
process is gaining ground, for example, in UK postgradu-
ate training programmes (General Medical Council, 
2011; Cho et al., 2014), concerns about the ‘robustness’ 
of qualitative data for high-stakes decision-making have 
been previously expressed in the literature (Roberts et al., 
2002). Proponents of this approach to assessment argue 
that the criteria used to judge the credibility and depend-
ability of qualitative research data (O’Brien, et al., 2014) 
can also be used to evaluate qualitative assessment data 
(Driessen et al., 2005). These criteria, which focus on 
the trustworthiness and authenticity of the assessment 
process, are based on a constructivist model of assess-
ment (Guba & Lincoln, 1989) and are well aligned with 
the assumptions that underpin the traditional quantita-
tive concepts of validity, reliability and objectivity. In this 
model, the trustworthiness of the assessment informa-
tion is determined by its credibility (internal validity) 
and   dependability (reliability) (Lincoln & Guba, 1985); a 
number of methodological strategies have been suggested 
to ensure both (Morse, 2015). While this is certainly a 
coherent approach to dealing with psychometric scepti-
cism, there is much work that needs to be done to facilitate 
widespread implementation of this strategy. One of the 
nagging concerns about narrative comments as a source 
of information about in-training performance is the use 
of vague and indirect language to describe trainee perfor-
mance in order to ‘save face’ for both raters and trainees 
(Ginsburg et al., 2016). The mandate to prioritise the opti-
mal use of narrative comments in WPA is clear.  

7. Assessor Variability
There is ample evidence in the literature of assessor 
variability, which is perceived to be one of the major limi-
tations of performance assessment (Norcini et al., 1997; 
Boulet et al., 2002; Durning, et al., 2002; Margolis et al., 
2006; Wilkinson et al., 2008; Weller et al., 2009a; De Lima 
et al., 2011; De Lima et al., 2013; McGill et al., 2013). There 
are many assessor-dependent factors which are known to 
influence performance assessment and to date the main 
focus has been on improving the quality of rating scales 
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and training to improve assessor reliability or ‘objectiv-
ity’. Two randomised controlled studies have shown the 
limited impact of assessor training (Holmboe et al., 2004; 
Cook et al., 2009b). More recently, however, there has 
been an increasing recognition that assessor variability 
requires further careful consideration because it may not 
simply be an issue of assessor ‘error’ (Kogan et al., 2011; 
Crossley & Jolly, 2012; Yeates et al., 2013; Govaerts et al., 
2013; Kogan et al., 2014; Sebok-Syer et al., 2017). It has 
been shown that assessors observing the same assessment 
event pay attention to different aspects of performance, 
have different interpretations of competence based on 
their own experience, and generate global impressions 
of performance which are uniquely expressed and then 
‘translated’ into domain-specific rating scale scores 
(information integration) (Kogan et al., 2011; Yeates et al., 
2013). Furthermore, the complexity of the relationships 
between checklist scores, task ratings, global ratings and 
written comments highlight the multiple nuances of per-
formance assessment that contribute to decision-making 
(Sebok-Syer et al., 2017). These studies flag the need for 
more work to better understand the non-error sources of 
assessor variability and their meaning.  

8. Rating Scales
The wide range of rating scales used in WBA bears tes-
timony to ongoing attempts to improve the quality of 
performance-based assessment instruments (Kogan et 
al., 2009). This has resulted in an ever expanding pool 
of new tools which have mostly been evaluated in small/
pilot studies with little or no data supporting their psy-
chometric rigour (Lurie et al., 2009). While ‘assessor 
quality’ and the interpretation of ‘assessor variability’ may 
be considered more important than ‘fixing the forms’, it 
is worth mentioning the improvements to rating scales 
that have been suggested in the literature. A number of 
strategies have met with little success, for example, range 
restriction (Cook & Beckham, 2009c) and the addition 
of behavioural anchors (Donato et al., 2008). Currently, 
there are three strategies receiving ongoing attention: 
improving the meaning of rating scale anchor points for 
clinician-educators who use the tools; removing numeric 
rating scales from formative WBA tools; and, ‘reorienting’ 
measurement scales to focus on the quality of patient care 
provided rather than just the level of competence demon-

strated by the trainee. It has been argued that the use of 
rating scales which are not anchored in the clinical reality 
of assessors(i.e. practicing clinicians), is one of the major 
limitations of existing tools (Crossley & Jolly, 2012). For 
example, many rating scales use abstract anchors such as 
‘satisfactory, good and excellent’ or ‘below, at, or above 
the expected level of competence’ which are not anchored 
to an observable point of reference (Crossley & Jolly, 
2012). Such anchors are problematic because they do not 
resonate with the ‘language’ of clinicians (Crossley & Jolly, 
2012). Furthermore, it is recognised that clinician-educa-
tors do not share a universal understanding of the term 
‘competent’ (Kogan et al., 2011; Crossley & Jolly, 2012; 
Yeates et al., 2013).

The ongoing perception that rating scales imply a 
summative purpose for an assessment event has led to 
the revision of WBA tools in postgraduate training in 
the UK. Rating scales have been removed from forma-
tive assessment activities, now called supervised learning 
events, and have been replaced by narrative text boxes 
(Parry-Smith, et al., 2014). This has shifted the focus from 
a ‘score’ to a description of observed performance accom-
panied by feedback about ongoing training needs. This 
increased focus on feedback is better aligned with the 
formative intentions of WBA and a more nuanced quali-
tative approach to assessment for learning.   

Finally, there is an emerging concept about shifting 
the frame of reference of assessment from the trainee 
to the patient – making assessment events ‘patient-cen-
tred’ rather than ‘trainee-centred’ (Kogan et al., 2014). 
The practical implication of this re-orientation is that 
the ‘midpoint’ of any measurement instrument should 
‘equate to the trainee’s ability to provide safe, effective, 
patient-centred care in independent practice’ (Kogan 
et al., 2014). In this paradigm, the care that the patient 
receives is central to the assessment of competence, and 
the real measure thereof is the extent to which the clini-
cian-educator participating in the assessment process has 
to contribute to the patient encounter to secure good care 
for the patient. Essentially this approach calls for a shift in 
focus from ‘how much the trainee did’ to ‘how much the 
trainer needed to do’ to ensure that the patient was well 
treated. Future studies are needed to evaluate the imple-
mentation of this concept and its impact on patient care. 
This may represent an important step in the process of 
gathering evidence about the impact of WBA on patient 
outcomes, a glaring gap in the WBA literature.



Journal of Applied Testing Technology 45Vol 20 (S2) | 2019 | www.jattjournal.com

Vanessa C. Burch

9. Assessor Training
Assessment ability is acquired and not innate (Lockyer et 
al., 2017). It follows therefore, that assessor training is an 
indispensable part of any assessment programme. Assessors 
require knowledge of the competencies to be assessed 
(Ponnamperuma, 2013) and an understanding of the cor-
rect administration of the assessment process (observation 
and recording tasks intrinsic to the instrument) (Kogan & 
Holmboe, 2013).  There is good evidence that this level of 
basic training has not been universally achieved in WBA 
programmes and the need to address this type of training is 
not a matter for debate (Massie & Ali, 2016). As has already 
been discussed, assessor training aimed at reducing score 
variance has met with little success (Holmboe et al., 2004; 
Cook et al., 2009b). So, more recently, attempts to improve 
assessment have shifted to other aspects of the process that 
may yield more positive results.

First and foremost, is the need for better feedback. 
Numerous studies have called for assessor training in 
the delivery of good feedback and some authors are sug-
gesting that certification should be a requirement in the 
future if a serious attempt at addressing this concern is to 
be made (Norcini & Burch, 2007). Studies showing that 
assessor training improves the quality of feedback are 
emerging in the literature (Pelgrim et al., 2012; Basu et 
al., 2013). This is a matter which requires ongoing work.

Authors have also put out a call to ‘leverage the rater 
assessment problem’ by providing faculty development 
opportunities for clinical supervisors to hone their clini-
cal skills – the same skills they are assessing (Kogan et 
al., 2014). This is based on the problematic observation 
that clinicians who are known to have variable levels of 
clinical skills expertise (Ramsey et al., 1993; Paauw et al., 
1995; Braddock et al., 1997; Vukanovic-Criley et al., 2006; 
Mitka, 2008) often benchmark trainees against them-
selves (Kogan et al., 2010). Assessment practices are more 
likely to have a positive impact on patient care if the clini-
cal skills expertise of training faculty is improved.

10. Training and Development 
Benefits of WBA 
Two of the main anticipated outcomes of WBA is that 
it should have a positive educational impact on train-
ees and improve their performance in the workplace. 
Two reviews have been conducted to address this topic. 
Miller and Archer (2010) conducted a systematic review 

of 16 studies in postgraduate trainees to determine the 
educational and performance impact of MSF (eight stud-
ies), mini-CEX (four studies), DOPS (one study) and a 
combination of methods (three studies). Fifteen of the 
studies were non-comparative (descriptive or obser-
vational) and of variable quality (Buckley et al., 2009). 
They found that the best evidence for positive changes 
in response to WBA came from the studies focusing on 
MSF. Studies using self-reported data found that MSF 
was of educational value (Murphy et al., 2009), could 
lead to changes in attitude (Lockyer et al., 2003; Burford 
et al., 2010) and even changes in behaviour (Sargeant et 
al., 2003, 2005; Brinkman et al., 2007; Violato al., 2008). 
They noted that changes in performance were depen-
dent on credible, accurate feedback (Sargeant et al., 2005) 
and coaching to help trainees identify specific strengths 
and weaknesses (Brinkman et al., 2007). Studies looking 
at the mini-CEX also found self-reported evidence of a 
positive educational impact (Malhotra et al., 2008; Nair 
et al., 2008; Weller et al., 2009b) and improvements in the 
quality and frequency of feedback (Weller et al., 2009a). 
In the DOPS study, trainees reported that direct observa-
tion improved their clinical skills (Morris et al., 2006).  In 
this review, the findings of studies evaluating the impact 
of programmes using multiple WBA methods were het-
erogeneous (Ryland et al., 2006; Wilkinson et al.,  2008; 
Pereira et al., 2009).

A more recent review by Massie and Ali (2016) also 
explored the contribution of WBA to training and pro-
fessional development from the perspective of both 
trainers and trainees. While dental trainees (Grieveson et 
al., 2011; Kirton et al., 2013) and some core trainees in 
the UK Foundation Programme appreciated the training 
value of WBA (Dean & Duggleby, 2013), others did not 
(McKavanagh et al., 2012; Basu et al., 2013; Rees et al., 
2014; Tailor et al., 2014). Postgraduate trainees in surgery 
(Pereira & Dean, 2009), dermatology (Cohen et al., 2009), 
general practice (Sabey & Harris, 2011), anaesthesiology 
(Bindal et al., 2013), and mixed cohorts of specialist train-
ees (Cho et al., 2014) expressed negative opinions about 
the educational effects of WBA. Other studies, however, 
described trainees who expressed support for the use of 
WPA tools, including trainees in obstetrics and gynae-
cology (Bodle et al., 2008), histopathology (Finall, 2012), 
paediatrics (Mehta et al., 2013), psychiatry (Simmons, 
2013), ophthalmology (Tsagkataki & Choudhary, 2013), 
anaesthesiology (Weller et al., 2009a), and a mixed cohort 
of specialist trainees (Fokkema et al., 2013).
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A few studies included in the review by Massie and Ali 
(2016) explored trainers’ perceptions of the educational 
value of WPA. Their findings were generally inconclusive 
since most of the studies included only a few participants 
and the results were heterogeneous. Some trainers felt 
that the time could have been better spent on other train-
ing activities (Bodle et al., 2008; Powell et al., 2014) while 
others recognised some aspects of training benefit (Bodle 
et al., 2008; General Medical Council, 2018).

Although a broad overview of the prevailing opinions 
of trainers and trainees is informative, understanding the 
reasons for engagement or non-engagement with WPA 
would be more helpful in determining the future use of 
these assessment tools.  

11. WBA to Improve Patient Care
There is a wealth of literature describing the mortality, 
morbidity and financial costs of errors in medical prac-
tice (Makary & Daniel, 2016) and the public demand for 
safe, effective patient-centred care (Kogan et al., 2014) 
is widely acknowledged. This underpins the need for a 
process which directly links clinical training activities to 
improving patient care. While the intention of all clinical 
training is to produce health care practitioners capable of 
delivering good patient care, the direct and explicit link 
between process and outcome is lacking. For example, it 
is known that competence does not reliably predict clini-
cal performance in the workplace (Rethans et al., 2002). 
A paper has highlighted this fundamental oversight and 
argues powerfully for a strategy to address the problem 
(Kogan et al., 2014). The authors make a case for chang-
ing the frame of reference of WBA from the trainee to 
the patient. Making the patient the centre of attention 
redirects the focus of the assessment process towards the 
ultimate beneficiary of the encounter. Indeed, if trainees 
secure educational benefits during clinical assessment 
activities but patients do not receive proper care, the exer-
cise is futile. This approach to assessment has significant 
implications which are discussed later. 

12. Feasibility and User 
Acceptance of WBA
It is widely recognised that user acceptance of, and 
engagement in health professions education innovations 
are critical to successful and ongoing implementation 

(Massie & Ali, 2016). Unfortunately this is the Achilles heel 
of WBA which needs to be addressed if authentic assess-
ment is going to contribute to improved patient care. So, 
any discussion of WBA should focus on identifying the 
key challenges that need attention rather than building 
a case for abandoning WBA because there is widespread 
‘cynicism’ (Academy of Medical Royal Colleges, 2016) 
or ‘negativity towards WBA in the workplace’ (Massie 
& Ali, 2016).   There are a number studies which have 
highlighted the issues that need attention and innova-
tive solutions. Two comprehensive reviews of the WBA 
literature (Massie & Ali, 2016; Miller & Archer, 2010) 
have identified the key problems which have ‘negatively 
impacted on the effectiveness of WBA tools as learning 
aids’ (Massie & Allie, 2016). They are: a limited under-
standing of the purpose of WBA; too little time to engage 
in assessment activities; inadequate training of assessors; 
and limited evidence demonstrating the impact of WBA 
on learning and patient care. Clarifying the purpose of 
WBA, addressing the training needs of assessors and the 
need for research to demonstrate evidence of benefit are 
discussed elsewhere in this paper. This section specifically 
focuses on the time constraints relevant to WBA. 

There are several studies highlighting the limitations 
of time and the impact thereof on implementing WBA 
(Hrisos et al., 2008; Wilkinson et al., 2008; Cohen et al., 
2009; Dijksterhuis et al., 2013; Tsagkataki & Choudhary, 
2013; Rees et al., 2014; General Medical Council, 2018). 
There are also studies describing the difficulties trainees 
encounter when trying to engage trainers and/or organise 
WBA activities (McKavanagh et al., 2012; Bindal et al., 
2013; Mehta et al., 2013). There, are currently two basic 
approaches to addressing this problem. First, allocat-
ing time to conduct training and assessment activities 
in the work schedules of clinician-educators tasked with 
the role of supervising trainees. The UK Committee of 
Postgraduate Dental Deans and Directors (2012) has 
adopted this approach and stated that allocated trainers 
‘must have adequate time for training clearly identified 
in their job plans or appointment systems’. This decision 
may be making a significant contribution  to the more 
positive attitude towards WBA reported in UK dentistry 
programmes (Grieveson et al., 2011; Kirton et al., 2013). 
This approach to the training of doctors has also been 
proposed by the Academy of Royal Colleges in the UK 
(2016). While budgetary constraints are likely to be pos-
ited as the major reason for limited implementation of 
the idea (Massie & Ali, 2016), the contribution of train-
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ing to improving patient safety, reducing clinical errors 
and improving patient outcomes should serve as a strong 
counter argument. Second, health care systems need to 
be designed in such a way that WBA is an integral part 
of delivering good patient care rather than a ‘stand-alone’ 
assessment activity which competes with the core busi-
ness of busy clinicians (Hauer et al., 2011).  This radical 
reconceptualization of assessment as both an educational 
and clinical care issue has already been described (Kogan 
et al., 2014). Future studies need to focus on strategies 
which achieve this goal by embedding WBA into employ-
ment contracts and the design of health care systems. 

13. Digital Technologies and WBA
The rapidly expanding role of digital technologies in edu-
cation is widely acknowledged and the capacity of such 
technologies to improve the design, delivery and analy-
sis of education and assessment processes is vast (Care, 
2018). Health professions education is a relative late 
comer to the 21st century digital education arena and 
much still needs to be learnt about technology-supported 
information management options for education and 
assessment in the workplace. Technology can be used to 
administer, aggregate, and synthesise assessment data to 
facilitate reflection on performance; provide trainee feed-
back; inform summative decisions about progression and 
certification; and compare trainee performance against 
national or international standards (Lockyer et al., 2017). 
A recent paper (Lockyer et al., 2017) provides some exam-
ples of digital technologies which have already found 
their way into health professions education. These include 
Internet-based mini-CEX applications (Ferenchick et al., 
2010); mobile technology for administering mini-CEX 
assessments in the workplace (Ferenchick et al., 2013); 
digital patient records for clinical training (Hammoud et 
al., 2012); social networks like wikis for increasing stu-
dent engagement and feedback (Cheston et al., 2013); 
virtual patients for assessing the development of clinical 
reasoning (Cook & Triola, 2009d), electronic learning 
management systems for tracking and submitting online 
assessments (Ellaway & Masters, 2008),  and intelligence 
tools for simulation-based and game-based education 
(Akl et al., 2008, 2010).  While these serve as useful 
examples of small-scale technology-supported learning 
and assessment practices, more evidence is needed to 
strengthen the case for large-scale implementation of 
these methods and strategies (Ruitz et al., 2006; Choules, 

2007; Sandars & Haythornthwaite, 2007; Cook et al., 
2008; Ellaway & Masters, 2008; Masters & Ellaway, 2008; 
Cook, 2009a; Frehywot et al., 2013; Masters et al., 2016).

A major criticism of current assessment strategies in 
medical training programmes is the limited capacity for 
global up scaling of WBA initiatives by health profes-
sions accreditation and licencing bodies. While many 
small-scale programmes at individual institutions exist, 
and national postgraduate training programmes, which 
include WBA, have been rolled out in several countries 
previously mentioned, these have not been without the 
significant challenges highlighted in this paper. Although 
the use of digital technology in WBA programmes can 
address some of these challenges by improving data entry, 
online data management, and the use of assessment data 
to guide further learning, the mandate for large-scale 
implementation of digital technologies in WBA lies 
beyond the ‘niceties’ of such technology. The development 
of international electronic learning management systems 
(global consortia) capable of manipulating large sets 
of educational data (Big Data) are needed (Care, 2018). 
Internationally, big educational datasets are increasingly 
being studied using learning analytics and educational 
data mining to improve teaching and learning processes 
(Baker & Inventado, 2014; Papamitsiou & Economides, 
2014).  Learning analytics aims to facilitate the process of 
data measurement, collection, analysis and reporting for 
the ‘purpose of understanding and optimizing learning’ 
(Cooper, 2012). Educational Data Mining (EDM) focuses 
on providing insights into teaching practices and student 
learning using data from assessments and learning expe-
riences (Baker & Yasef, 2009).

Work exploring the use of big educational datasets 
to influence assessment practices has been slower (Baker 
& Inventado, 2014) but there are now projects where the 
use of such data to inform assessment practices are being 
explored (Wilson & Scalise, 2015). The Assessment and 
Teaching of 21st century Skills is an example of a large 
multi-country international project focusing on digital 
technology-based learning and assessment of a range 
of skills considered essential for achieving success in 
the 21st century. These skills include creativity, critical 
thinking and problem solving, collaborative skills, infor-
mation technology skills and new forms of literacy, and 
social, cultural, and metacognitive awareness.  (Griffin 
& Care, 2015). While health professions educators are 
starting to explore the utility of learning analytics and 
educational data mining, much work is needed to real-
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ize their full potential in mainstream practice (Ellaway 
et al., 2014; Norcini et al., 2018). In the interim, there 
is a growing body of education literature in other disci-
plines describing the actual and predicted contribution 
of learning analytics and data mining to education pro-
gramme and assessment development and design (Sin & 
Muthu, 2015); international educational policy making 
(Macfadyen et al., 2014; Morrison & van der Werf, 2016); 
and large-scale international research using educational 
datasets which are big enough to provide robust answers 
to, and innovative solutions  the major challenges facing 
education and assessment (Morrison & van der Werf, 
2016). The mandate to exploit such digital technologies to 
catalyze broader uptake of WBA and support large-scale, 
data-driven research endeavours in health professions 
education and assessment is clear.

While such large-scale advances in WBA are still in 
the future, there are digital technologies which currently 
make a significant contribution to health professions 
education. The best example is the use of simulation to 
provide practical training of health care professionals to 
enhance their performance in the workplace (Cook et 
al., 2011; Cook et al., 2013a). In comparison with other 
methods of instruction, it  is associated with small to 
moderate positive effects (Cook et al., 2012) and there 
is preliminary evidence suggesting translational ben-
efits such as better patient care and improved health care 
outcomes (Zendejas, et al., 2013; McGaghie et al., 2014). 
Unfortunately, validity evidence for simulation-based 
assessment is sparse and the rigour of existing studies is 
not optimal (Cook et al., 2013b). Existing studies highlight 
the limitations of our current knowledge and endorse the 
statement that ‘further no-intervention-controlled stud-
ies or comparisons with traditional instructional methods 
are not needed’ (Cook, 2009a). Rather, there is need for 
clarifying how and when to use e-learning through ‘basic 
science’ research and ‘field tests’ comparing e-learning 
interventions.

14. Digital Portfolios and WBA
Portfolios, broadly defined as ‘frameworks for collecting, 
analysing and documenting the successful acquisition of 
competence and performance’ (Holmboe et al., 2017), have 
become one of the most popular ways of improving the 
efficiency and efficacy of WBA data management (Lockyer, 
et al., 2017). Increasingly digital portfolios are being used 

to assess workplace-based learning and to support deliber-
ate practice (Driessen et al, 2007a, 2007b; Buckley et al., 
2009; Tochel et al., 2009; van Tartwijk & Driessen, 2009; 
Moores & Parks, 2010). Universal success with portfolios 
is, however, not a given and specific issues need attention 
during implementation, including clearly communicated 
goals and procedures; integration with curriculum and 
assessment; flexible structure; support through mentor-
ing; mentor training; and measures to increase feasibility 
and reduce the time required for completion and assess-
ment (Driessen et al; 2007a, van Tartwijk & Driessen, 2009; 
Tailor et al., 2014; Heeneman & de Grave, 2017).  The 
ongoing challenges associated with the use of portfolios 
in postgraduate training in the UK highlight the impor-
tance of sufficient time, regular feedback, and user ‘buy-in’ 
(Tailor et al., 2014; Hrisos et al., 2008).

The use of learning analytics to enhance the educa-
tional value of E-portfolios holds promise for the future. 
Ideally, WBA data collated in an E-portfolio can be used 
to draw inferences about a trainee’s progress and achieve-
ment (Mislevy et al., 2012).  A recent study has confirmed 
the feasibility of using a commercial E-portfolio system 
to generate personalised feedback for medical trainees 
using WBA data (Van der Schaaf et al., 2017). In this 
study the workplace-based tasks were operationalised 
as units of professional practice (entrustable profes-
sional activities) and trainees sent electronic competency 
requests to supervisors to trigger assessment of their 
level of entrustment. These data were used to generate 
personalised feedback based on performance and cus-
tomised for each EPA.  Feedback was provided using both 
text responses (‘just-in-time’ messages) and visualiza-
tion of progress using interactive graphics. The authors 
highlight the importance of end user engagement in the 
design and development of these systems to ensure ‘buy-
in’. This approach holds great promise for improving the 
key elements of feedback (i.e. performance-based, inter-
active and immediate) (Ramani & Krakov, 2012; Hattie & 
Timperley, 2007).

15. The Future of WBA
This paper has provided an update on the current status of 
WBA in health professions education, including ongoing 
challenges, and avenues that need further exploration to 
enhance the quality and uptake of WBA. Key issues that 
require attention include the following:
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•	 Clarify the purpose of WBA, especially in set-
tings of dual formative and summative use

•	 Ensure adequate training of users, both supervi-
sors and trainees

•	 Include users in design and implementation pro-
cesses to improve utility and engagement

•	 Increase the use of narrative descriptions to 
describe performance (qualitative paradigm) 

•	 Use qualitative research criteria to ensure the 
rigour of narrative data for decision-making

•	 If used, rating scales should be meaningful to 
clinician-educators

•	 Shift the focus of WBA to evaluate the quality of 
patient care and health outcomes

•	 Expand the use of digital technology in WBA to 
reduce user burden

•	 Embed WBA in employment contracts and the 
design of health care systems

•	 Conduct research to explore the meaning, sig-
nificance and implications of rater variability 

•	 Use learning analytics to improve feedback and 
enhance the learning experiences of WBA

•	 Use data mining of Big Data to explore the 
impact of WBA on patient care 

16. Concluding Remarks
Based on this overview of WBA, its challenges and poten-
tial ways of moving forward it is clear that there have been 
extensive developments in this aspect of health profes-
sions education over the past 40 years. It is also apparent 
that we have learnt major lessons along the way. While 
WBA is highly relevant to the training of competent 
health care practitioners, assessment in authentic settings 
remains a challenge. This hurdle needs to be overcome 
because assessment in the workplace is critical to deter-
mining trainees’ readiness to be trusted to provide safe, 
effective and efficient patient care, a public expectation in 
the 21st century.
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